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Harvard University [Exchange Scholar] Spring 2018 - PresentEXPERIENCE

– Designed Janus, a scalable traffic-aware planner that schedules management
tasks in a data center network under traffic variations and failures. To achieve
real-time planning, Janus leverages group theory to exploit the symmetry in-
herent to the data center topology to speed up the planning process. Janus
can run management tasks up to 4 times faster than the state-of-the-art so-
lutions (in submission [1]).

– Designed a framework to evaluate measurement paradigms on software switches;
our results show that as opposed to today’s trends that trade-off computation
to save memory space and increase cache-locality, using more memory results
in better performance for a broad set of measurement tasks [4].

Microsoft Research [Intern] Summer 2015

– Designed a framework for automating cloud configuration selection for big
data analytic applications [2]. Our framework uses Bayesian Optimization to
build a black box model of the application performance without putting any
explicit assumption on the internal structure of applications. We can find
near-optimal cloud configurations with a quarter of the search cost of the
existing solutions. Under the supervision of Hongqiang Liu and Ming Zhang.

Google [Software Engineering Intern] Summer 2014, Summer 2017

– Designed a storage backend for a task management system for the ads infras-
tructure; with the new backend we had an easier time configuring the storage
backend, used fewer resources, and achieved equal or better performance.

– Worked on a root cause analysis system for the Jupiter data center network.

Princeton University [Visiting Student Research Collaborator] Spring 2014

– Worked under the supervision of Prof. Jennifer Rexford, and Dr. Joshua Reich
on Pyretic: one of the Frenetic family of Software Defined Networks (SDNs)
programming languages.

– Helped with the design of CacheFlow, a rule caching system for Software De-
fined Networks [3, 5]. CacheFlow pairs up a hardware and a software switch
to give an illusion of an OpenFlow switch with an infinite amount of memory.
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